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Abstract

The goal of this paper is to investigate what determines the viability

of alternatives in pragmatic reasoning about scalar implicatures. Data

from English and Spanish speakers is compared to investigate whether

cross-linguistic differences in scalar implicature calculation are based on

how idiomatic an alternative is. The data supports the idea that vi-

ability of an utterance as an alternative is determined based on more

than simply complexity. Namely, alternative utterances are viable based

on how prevalent, or common, they are. Languages differ in regard to

which utterances are considered viable because translational equivalents

in some languages are more widespread than others in a different language.

When comparing two Rational Speech Act models, a prevalence-based

model, which considers production data that I collected, significantly out-

performs a complexity-based model that considers length of utterance in

words. This suggests that listeners are Bayesian – they are informed by

production probabilities, which reflect how widespread an alternative is,

when calculating scalar implicatures. Additionally, my findings provide

evidence against a structural approach to calculating alternatives (Horn,

2000; Katzir, 2007), favoring theories that determine alternatives based
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on production probability (Geurts, 2011; Goodman & Stuhlmüller, 2013).
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1 Introduction

Quantity implicature, also known as scalar implicature1, is the type of im-

plicature drawn when an utterance contains a weaker form which implies the

negation of a stronger alternative on the same scale. Alternative utterances,

also referred to simply as alternatives, are relevant utterances that a speaker

could have said, but chose not to. For example, in English, when someone says

She ate some of the grapes, a listener may draw the conclusion that the speaker

meant some and not all of the grapes. This is because the speaker’s decision

to use some over the stronger alternative all implies that all is false. One big

question surrounding this pragmatic reasoning process is how alternatives are

activated. Understanding how alternatives are activated allows for a better un-

derstanding of scalar implicature. In order for a scalar implicature to exist,

stronger alternatives must be activated upon the use of a weaker term on the

same scale. The goal of the present paper is to compare scalar implicature calcu-

lation cross-linguistically and determine whether differences in the prevalence of

alternatives, or how colloquial an alternative is, affect these scalar implicatures

in each language.

Within theories of scalar implicature, theorists have offered different meth-

ods for constraining the set of alternatives. Multiple theories surrounding the

calculation of alternatives refer directly to the notion of complexity (Frank &

Goodman, 2012; Horn, 2000; Katzir, 2007 to name a few). Reexamining the

example from above, we see that some and all are equally complex – they are

both one word. Theorists that include complexity might argue that this equal

complexity informs the listener’s calculation of the implicature some ↝ ‘not all’.

Within this line of research, there exists a divide in how large a role complexity

plays. Some linguists argue in support of a strong view on the role of complexity:

1There are likely quantity implicatures that are not scalar implicatures, but for the purposes
of this paper, I am using these terms interchangeably.
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that complexity determines whether an utterance is considered as an alternative

(Katzir, 2007; Horn, 1984; and Horn, 2000). Other linguists have argued for a

weak role of complexity, saying that complexity has a small role in determin-

ing alternatives (Swanson, 2010). A third group of linguists situate themselves

somewhere in the middle, where complexity plays a role in determining alter-

natives, but in conjunction with how prevalent the alternative is (Goodman &

Stuhlmüller, 2013 & Geurts, 2011). While the role of complexity in constraining

the set of alternatives has been thoroughly investigated, little research has been

conducted, however, that examines the role of prevalence – i.e. how common it

is to use a particular utterance to refer to a particular entity– in scalar impli-

cature. Even further, no research, to my knowledge, has been conducted that

examines the role of prevalence through cross-linguistic comparison. What, for

example, might happen in a language whose translational equivalent of all is

less colloquial than English all?

One example that is especially good for cross-linguistic comparison is the

implicature finger ↝ ‘not thumb’, since digits are concrete and accessible across

languages. Horn (1984) and Geurts (2011) have both invoked complexity in their

theories of scalar implicature, and have made specific mention of the implicature

finger ↝ ‘not thumb’. Horn (2000) elucidates the finger and toe contrast, imply-

ing a series of specific predictions surrounding scalar implicature. He speculates

that if the colloquial language replaced thumb with the term pollex (the English

scientific term for the thumb without the hand/foot contrast) the asymmetry

would disappear. Geurts (2011) remarks on Horn’s (1984) suggestion, empha-

sizing the importance of the term colloquial. Crucially, it is this “colloquiality”

that will be under investigation here.

The present paper analyzes cross-linguistic differences in scalar implicature

calculation as a function of the prevalence of alternatives. The next section
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outlines multiple frameworks for scalar implicature, the constraints these frame-

works impose on alternatives, and how digits fit into these frameworks. Section

three outlines the methodology and results of the production studies. The fourth

section lists my research questions. In the fifth section I provide predictions for

the comprehension studies. Section six outlines the methodologies and results of

the comprehension studies. The seventh section details the two Rational Speech

Act models, and the eighth section discusses the implications of the empirical

and model results. Finally, in the ninth section I draw conclusions based on my

findings, outline new questions, and describe areas of future research.

2 Background

In order to frame the current study within existing literature, I will begin by

outlining multiple frameworks of scalar implicature. In the second subsection, I

describe the different methods some of these frameworks possess for determining

the set of alternatives. In the third subsection, I introduce the concrete examples

that I use as the basis for my experiments – finger and toe.

2.1 Frameworks for Scalar Implicature

Scalar implicature is the kind of implicature in which a listener assumes that

the speaker’s use of a weaker term implies the negation of a stronger term. One

such example, previously described in the introduction, is the implicature some

↝ ‘not all’. Another example of scalar implicature in English is rectangle ↝

‘not square’ (Horn, 1984). A rectangle is defined as having four sides that meet

at right angles. Thus, a square, by definition, still falls under the category of

rectangle. However, with scalar implicature, rectangle narrows in meaning, in
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most contexts implying ‘not square’.2 A third example of scalar implicature

is finger ↝ ‘not thumb’ in English. It is generally agreed upon that humans

have ten fingers, so the thumb is still broadly classified as a finger. However, if

someone were to say She has a tattoo on her finger, the implicature ‘not thumb’

would be computed, since thumb was not uttered.

Pragmatic theorists have offered various ways of spelling out the pragmatic

reasoning process behind scalar implicature. Some theories outline the prag-

matic reasoning process solely from the hearer’s perspective (Grice, 1981; Horn,

1984). More recently, some theorists have presented a pragmatic reasoning

process that incorporates a competence assumption, which is to say that the

pragmatic reasoning process is based in part on the speaker’s belief state (Zim-

mermann, 2000; van Rooij & Schulz, 2004; Sauerland, 2004; Geurts, 2005, 2011).

A third group of theories makes use of the hearer and the speaker perspective

in a recursive manner when outlining the pragmatic reasoning process behind

scalar implicature (Frank & Goodman, 2012; Goodman & Stuhlmüller, 2013).

There are also theories that argue that scalar implicatures are not pragmatic,

but instead are derived within the grammar (Chierchia, 2004a; Chierchia et al.,

2008).

Grice (1981) focuses on the perspective of the listener when outlining the

pragmatic reasoning process behind conversational implicatures. First, a speaker

utters a sentence, φ. The speaker’s utterance, φ, disobeys Grice’s Cooperative

Principle (“make your conversational contribution such as is required, at the

stage at which it occurs, by the accepted purpose or direction of the talk ex-

change in which you are engaged”) unless an alternative utterance, ψ, is true

(Grice 1975, p. 45). Thus, the listener reasons that ψ must be true. To spell

this out in concrete examples, let us consider the following dialogue:

2It is important to note that Horn (1984) discusses a process called autohyponymy, in
which a broader term undergoes Q-based narrowing and becomes a hyponym of itself.
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(1) a. How many grapes did she eat?

b. She ate some of the grapes.

c. ↝ She did not eat all of the grapes.

Given the goal of the dialogue, the statement She ate some of the grapes is

less informative than is required to answer the question in (1-a). Based on

Gricean pragmatic reasoning, this speech act would disobey the Cooperative

Principle unless (1-c) (ψ) is also true (1975). The listener assumes the speaker

is obeying the Cooperative Principle and concludes that the speaker believes

(1-c) is true. This method of spelling out the pragmatic reasoning process

behind scalar implicature is hearer-centric, outlining scalar implicature based

on the listener’s reasoning.

Horn (1984), a Neo-Gricean theorist, distills Grice’s (1975) maxims into

two broader principles and uses those principles to explain scalar implicature.

He condenses the maxims into the R-principle, “Say no more than you must

(given Q)”, and the Q-principle, “say as much as you can (given R)” (Horn,

1984, p. 13). Horn (1984) outlines the pragmatic reasoning process behind

scalar implicatures from the hearer’s perspective, referring to them as Q-based

inferences. Given the utterance She ate some of the grapes, Horn (1984) argues

that the maxims license the listener to draw the conclusion she ate some but

not all of the grapes. This is under the assumption that the speaker is required

to obey the Q-principle “to say as much as possible”, which leads the listener

to believe that the stronger form all would not hold.

One way of outlining the pragmatic reasoning process of scalar implicature

that incorporates the speaker’s belief state is codified by Geurts (2011) as the

“Standard Recipe”. Geurts refers to this framework as the “standard recipe”

because of its popularity in previous research (see Zimmermann, 2000; van Rooij

& Schulz, 2004; Sauerland, 2004; Geurts, 2005). The “Standard Recipe” builds

8



directly on Gricean maxims, but incorporates what van Rooij & Schulz (2004),

Sauerland (2004) and others have referred to as a competence or experthood as-

sumption, which means the listener is reasoning about the beliefs of the speaker.

According to the “Standard Recipe”, a listener first posits, after hearing φ, that

the speaker could have made a stronger statement: ψ. The listener then as-

sumes that the speaker has an opinion on the truth value of the alternative

utterance, ψ. This competence assumption is an additional step that is not

present in Grice’s (1975) outline of conversational implicature. The listener

then draws the conclusion that the alternative utterance, ψ, is not believed to

be true. Thus, for the first example mentioned above, uttering She ate some of

the grapes leads a listener to assume the speaker has an opinion on the stronger

alternative. The listener concludes that the speaker believes She ate all of the

grapes is false, implicating She did not eat all of the grapes.

Although the “Standard Recipe” is outlined in Geurts (2011), Geurts ac-

tually proposes a framework for scalar implicature that is slightly different. In

what he refers to as the “intention-based approach” to scalar implicature, Geurts

(2011) begins with intentional states that the speaker could have been in (p.

110). A speaker utters a sentence, φ, and the hearer reasons that the speaker

believes φ. The hearer then considers the set of possible belief states that the

speaker could have been in. Finally, the hearer uses alternative utterances to

eliminate any belief states that are inconsistent with what the speaker said.

Returning to the example She ate some of the grapes, Geurts (2011) argues that

the hearer will consider belief states such as those listed in the example below.

(2) a. BELS(She ate all of the grapes)

b. BELS(¬(She ate all of the grapes))

The hearer then reasons that the (3-a) could have been conveyed more easily if
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the speaker said She at all of the grapes. Assuming that the hearer believes the

speaker is competent regarding the proposition that she ate all of the grapes,

the hearer would discard (3-a) and conclude that the speaker is in belief state

(3-b).

The Rational Speech Act (RSA) framework also outlines the pragmatic rea-

soning process from both the listener’s perspective and the speaker’s perspective.

The RSA framework uses probabilistic reasoning to model the recursive nature

of pragmatic reasoning. It consists of three models that work together to pre-

dict listener comprehension and speaker production – a literal listener model, a

pragmatic listener model, and a speaker model. According to this framework,

a speaker reasons about a listener who reasons about the speaker’s knowledge

state to determine what utterances will convey the appropriate meaning (Yuan

et al., 2018).

L0(s ∣u)∝ [[u]](s) ⋅ P (s)

The literal listener model (above) is the probability that a ‘literal listener’ will

choose state s given utterance u. A literal listener assigns equal probability to

every state compatible with the literal meaning, modulo the prior.

Given a state s, the speaker model, S, in the RSA framework chooses an

utterance, u, based on accuracy (α) and cost (β). Crucially, the speaker model

considers a literal listener’s probability of choosing a state, s, given an utter-

ance, u, and the pragmatic listener model considers the speaker’s probability of

uttering u with the intention of conveying s.

S(u ∣ s)∝ exp(α ⋅L0(s ∣u) − β ⋅ length(u))

In RSA, the pragmatic listener (below) chooses an interpretation, s, of an

utterance, u, according to the likelihood of the utterance, which is proportional
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to the speaker’s probability of producing u while intending to communicate s,

and the prior probability of s.

L(s ∣u)∝ S(u ∣ s) ⋅ P (s)

The RSA framework presents a gradient approach to alternatives in scalar

implicature, which is to say that constraints on the set of alternatives do not

rule alternatives out entirely, but instead assign such low probabilities that they

are never selected (Franke & Jäger, 2016). Additionally, the RSA framework

takes a position surrounding the question of whether speakers and listeners are

Bayesian. Bayesian pragmatic reasoning follows on the idea that pragmatic

theory is probabilistic, rational, and interactive (Franke & Jäger, 2016). A

Bayesian listener’s interpretation arises after considering the state of the world

necessary for the speaker to utter what they did. A speaker’s choice of utterance

arises after the speaker considers what utterance would be most accurately

interpreted by the listener. The recursive, probabilistic nature of RSA suggests

the idea that speakers and listeners are Bayesian in nature. This particular

approach to pragmatic reasoning is a relatively new one, but the empirical

evidence supporting it is substantial (see Bergen et al., 2012; Frank & Goodman,

2012; Bergen et al., 2016; Goodman & Frank, 2016).

In addition to the pragmatic theories outlining scalar implicature that I

describe above, there exists a series of theories that promote a grammatical

approach to outlining scalar implicatures (Chierchia, 2004a, 2005; Fox, 2007;

Chierchia et al., 2008 and others). Chierchia (2004a) outlines a framework for

scalar implicature that stems from the lexicon. He proposes that scalar terms,

such as some, possess two semantic values: one that is “plain” – free of scalar

implicature – and one that is “strengthened” – possessing a scalar meaning (p.

59). Instead of a listener calculating a scalar implicature due to a metalinguistic
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awareness of alternative utterances that were not said, the speaker utters a

sentence using the strengthened meaning and that strengthened meaning can

be cancelled if the context deems it appropriate. Let us consider the examples

below:

(3) a. She ate some of the grapes.

b. She ate some of the grapes. In fact, she may have eaten all of them.

The sentence in (3-a) contains the scalar term some. In Chierchia’s (2004a)

grammatical view of scalar implicature, the speaker utters (3-a), which contains

the default semantic value some but not all. Then, the hearer accurately hy-

pothesizes that the strengthened interpretation was intended. When the hearer

encounters an utterance such as (3-b), they process the first sentence with the

strengthened semantic meaning, but then the hearer processes the second sen-

tence and rejects the strengthened interpretation. This approach to scalar im-

plicature is based within the grammatical system as opposed to the pragmatic

theories of scalar implicature that rely on “extragrammatical modules” (Chier-

chia, 2004a, p. 70).

In all of the theories described above, regardless of their different methods

for outlining the pragmatic reasoning process behind scalar implicature, there is

an appeal to alternative expressions. Which implicatures arise crucially depends

on which alternatives a listener believes to be activated. All of these theories

consider relevance when determining whether an alternative is activated. Which

is to say, only semantically relevant alternatives are activated when calculating a

scalar implicature. These theories differ, however, in the additional constraints

they impose on the set of activated alternatives. Some theories say complexity

constrains the set of alternatives, where only alternatives that are less than or

equal in complexity are active and available to interlocutors. Other theories
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consider prevalence when determining which alternatives are activated – alter-

natives that are more colloquial are available to listeners. In the next subsection,

I outline these different approaches to constraining the set of alternatives.

2.2 Constraints on the set of alternatives

In addition to breaking down the pragmatic reasoning process behind impli-

catures, multiple theorists have proposed constraints for determining what ut-

terances can be considered in the set of alternatives. Because the reasoning

process(es) outlined above rely on the existence of a stronger alternative, deter-

mining what utterances exist as alternatives along the same scale is a crucial

part of understanding which scalar implicatures are calculated. The lack of the

scalar implicature some ↝ ‘not X’ can be explained by the assumption that X is

not an available alternative to speakers. Most theories of scalar implicature con-

sider the complexity of an utterance as a predictor of which relevant utterances

are available as alternatives – more complex utterances are typically ruled out.

Some theories of scalar implicature also consider the prevalence of an utterance

when determining whether or not it is present in the set of available alterna-

tives (Frank & Goodman, 2012; Goodman & Stuhlmüller, 2013). Alternatives

that are more colloquial, i.e. have higher prevalence, are included, while less

prevalent alternatives are excluded.

Under the Cooperative Principle, Grice (1975) includes the maxim of man-

ner, which leads to the idea that complexity plays a role in scalar implicature.

Under the maxim of manner, Grice also includes the submaxim “be brief” (p.

46). This rule provides general guidelines that seem to suggest that complexity

is a contributing factor to scalar implicature calculation. Horn (1984, p. 34)

elucidates what Grice (1975) says, stating that utterances narrow in opposition

to other utterances on the same scale via the maxims of Quality and Manner.
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Therefore, given an utterance such as She ate some of the grapes, the hearer

thinks: if the speaker meant ‘all’ they would say all, which is just as complex,

obeying the maxim of manner, and more informative, obeying the maxim of

quantity. Horn’s (2000) approach to scalar implicature imposes restrictions on

the set of alternatives based on complexity or lexicalization. Alternative utter-

ances are only activated if they are equal or lesser in complexity or if they are

a lexically specified alternative (2000).

Katzir (2007) presents a framework for computing scalar implicature that

calculates the set of alternative utterances based on a definition of syntactic

complexity. In fact, Katzir (2007) argues that structural complexity is the

only relevant factor for determining what restricts the set of alternatives (p.

688). This strong view of the role of complexity was developed by Katzir in

response to the Symmetry Problem (von Fintel & Fox, 2002). The use of some

implicates the negation of the stronger, unused alternative all. There exists,

however, another even stronger alternative some but not all that the speaker

also did not produce. If this alternative utterance were included in the set that

is available to interlocutors, we would expect the inaccurate implicature some

implicating the negation of some but not all. Therefore, the symmetry problem

is the problem with including some in the set of alternatives while also excluding

some but not all (Breheny et al., 2018). According to Katzir (2007), whether

or not an alternative is included is categorical in nature: if an utterance is “at

most as complex” as φ or it is an item in the lexicon, it is present in the set

of alternatives, Aφ. If an utterance is more complex than φ or it is not present

in the lexicon, it is ruled out as an alternative. The alternative some but not

all would therefore be excluded from the set of alternatives because it is more

complex than some.

Swanson (2010) argues against a role of complexity altogether, stating that
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using complexity to restrict alternatives, as proposed by Katzir (2007), is more

restrictive than necessary. The examples below are taken directly from Swanson

(2010). These examples present a series of alternatives that do not differ in their

structural complexity.

(4) a. The heater sometimes squeaks.

b. ↝ The heater intermittently squeaks.

c. ↝ The heater occasionally squeaks.

d.   The heater constantly squeaks.

According to Katzir’s account, if a speaker chooses to say (4-a), we would pre-

dict that the listener will conclude that the speaker does not believe the more

informative utterances in (4-b) and (4-c). This line of reasoning would calculate

(4-d) as an implicature: since intermittently and occasionally are available alter-

natives, the listener will inaccurately conclude that the speaker believes they are

false since they were not uttered. Swanson (2010) argues that complexity fails

to account for why sometimes is used when occasionally is an available alterna-

tive for the speaker, since occasionally is not ruled out based on complexity. It

is important to note that while Swanson (2010) argues directly against Katzir’s

(2007) approach to constraining the set of alternatives, he does not propose an

alternative argument for calculating alternatives that does not give rise to the

symmetry problem.

Unlike Horn (2000) and Katzir (2007), whose theories constrain the set of

alternatives from a complexity perspective, Geurts (2011) imposes constraints

based on complexity and prevalence. Geurts (2011) explains that under the

Standard Recipe there are “substantial” constraints on the available alterna-

tives. Namely, if an alternative is more complex, i.e. longer, it will not be

available to the speaker. He takes this one step further by considering how col-
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loquial an alternative is. According to Geurts (2011), an alternative with higher

prevalence – which he refers to as “availability” – is contained within the set of

alternatives, while an alternative with low prevalence is excluded (p. 121). He

presents the example of dog in English.

(5) Lee-Ann took the dog to the park.

When a speaker utters a sentence such as (5), the use of dog does not implicate

that the speaker is unaware of the specific breed of dog. This is in stark contrast

to the use of other weaker forms like some. Geurts (2011) argues that specific

dog breeds are less available to English speakers than all, for example, so they

are not activated when someone utters the weaker form dog.

The Rational Speech Act (RSA) framework considers both complexity and

prevalence when outlining the implicature calculation process (Goodman &

Stuhlmüller, 2013). In contrast to the theory outlined by Katzir (2007) and

Geurts (2011), the RSA framework suggests a gradient approach to determin-

ing whether or not a given alternative is included. This is a different approach

to constraining the set of alternatives since complexity and prevalence still play

a role, but they do not rule out alternatives entirely for not adhering to the rules

of complexity outlined by Katzir (2007) for example. The model assigns prob-

abilities to alternative utterances that align with how prevalent an utterance

is – the more colloquial, or common, an utterance is, the higher prior proba-

bility it has. The framework also considers complexity when determining these

probabilities. A cost parameter (β) is applied to each alternative utterance,

with more complex utterances receiving higher “costs”. The result is a set of

relevant alternatives that each have a probability between 0 and 1 – more costly

utterances (i.e. alternatives with more words) have lower probabilities than less

costly utterances, but utterances with higher prevalence have higher probabili-
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ties. Prevalence and complexity work together within the RSA framework.

Each of these theories of scalar implicature propose different methods for

constraining the set of alternatives. Horn (2000) and Katzir (2007) restrict the

set of alternatives based on complexity. Geurts (2011) incorporates complex-

ity into his theory of scalar implicature, but he also includes prevalence as a

constraint on which alternatives are activated. The RSA framework combines

complexity and prevalence to rank the set of relevant alternatives available to

interlocutors. Nevertheless, there has been little cross-linguistic research em-

pirically investigating the role of prevalence in restricting alternatives and cal-

culating scalar implicatures. The following section details a specific hypothesis

Horn (2000) makes about the scalar implicature finger ↝ ‘not thumb’, which is

the foundation for my study.

2.3 Digits in Scalar Implicature

To make things more concrete let us concentrate on a specific example: finger ↝

‘not thumb’. Horn (2000) highlights an asymmetry that exists between thumb &

finger, and big toe & toe. The thumb is generally considered a type of finger, but

it seems that uttering finger conveys ‘not thumb’, since thumb is an alternative

to finger (6-a). Using the term toe, however, does not implicate ‘not big toe’

(6-b). Horn (2000) explains that thumb crucially exists as a “viable” alternative

to finger in a way that big toe does not exist for toe (p. 308).

(6) a. I hurt my finger. ↝ I did not hurt my thumb.

b. I hurt my toe.   I did not hurt my big toe.

Horn (2000, p. 308) continues: “We would predict that if the colloquial language

replaced its thumb with the polymorphous pollex (the Latin and scientific English

term for both ‘thumb’ and ‘big toe’), the asymmetry [between finger and toe]
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would instantly vanish”. Based on Horn’s line of pragmatic reasoning, there

should be no narrowing of toe in opposition to big toe. Since big toe is more

complex than toe, Horn would rule it out as a possible alternative.

In a follow-up to Horn’s pollex prediction, Geurts (2011) zeroes in on Horn’s

strategic use of the term “colloquial” when he says “It is important to note,

however, that the adjective ‘colloquial’ is doing real work in this statement: it

is not enough for an alternative word to be in the language; it has to be suffi-

ciently salient, as well: if the word ‘thumb’ was rarely used, then presumably

the asymmetry between [finger and toe] would vanish too” (p. 122). That is,

if a stronger utterance is present in the language and more salient to speak-

ers than another strong utterance, a scalar implicature will arise if the weaker

form is used. Geurts (2011) agrees that the concept of “viability” plays a role

in scalar implicature calculation, and he argues that “viability” is determined

based on more than just complexity – namely, whether or not an alternative is

“colloquial”.

Horn (1984) has discussed the robust nature of certain implicatures, posit-

ing a diachronic change, called “Q-based narrowing”. Before complete Q-based

narrowing can take place, the more general term becomes a hyponym of itself

(‘autohyponym’). At this intermediate step, the general meaning of the term is

still preserved in some contexts, but an implicature typically arises when it is

used in conversation. English rectangle and finger are thought to be in this inter-

mediate stage. Thus, it is not entirely clear whether it is the scalar implicature

finger ↝ ‘not thumb’ or the term finger that has a narrow semantic meaning

that excludes the ‘thumb’. Although Horn claims that finger is autohypony-

mous, his prediction seems to set aside the narrower finger. The prediction that

the asymmetry disappears only follows if finger only has the broad sense (and

toe does too – which was not in question). Nevertheless, the present study sets
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out to test a prediction that Horn makes which relies upon the assumption that

the narrower term finger is not being used.

As shown in the previous sections, the exact role of prevalence is still a

generally wide open area for research. Something that has not been inves-

tigated systematically, but which is a natural place to begin research, is in

cross-linguistic comparative pragmatics because different languages differ in the

range of alternatives they make available. More specifically, Horn (2000) and

Geurts (2011) have made specific claims that can be empirically investigated

through cross-linguistic research. I can study the properties of the semantically

associated items in the lexicon as a function of the prevalence of the alterna-

tives within the same semantic domain. As Geurts (2011) states, if prevalence

of alternatives does play a role, then one would predict cross-linguistic differ-

ences in scalar implicature computation. In languages where the translational

equivalents for thumb are less prevalent, it is predicted that an implicature from

the more general term finger to ‘not thumb’ is less likely to arise. The present

study tests this prediction with Spanish, where the translational equivalent of

thumb is less prevalent (i.e. less colloquial). Spanish contains widespread vari-

ation and does not have a conventionalized single-word translational equivalent

for thumb, or any of the other fingers. In fact, there are multiple phrases that

exist in Spanish to convey the meaning thumb: pulgar ‘thumb’, dedo gordo ‘fat

digit’, dedo pulgar ‘thumb digit’ to name a few.

Horn’s (2000) aside coupled with Geurts’s (2011) follow-up provide the foun-

dation for the research questions (see Section 4) and the present study: Spanish

contains a single-word alternative pulgar – the Spanish descendant of Latin

pollex – that is believed to be significantly less prevalent than thumb is in En-

glish. Crucially, pulgar does not differ from thumb in complexity, but it does

differ in prevalence. Pulgar ‘thumb’ is a hyponym to dedo ‘finger’ without the
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hand/foot distinction we see with thumb and finger. This slight difference in

definition is not important for the present paper; the crucial feature of pulgar

that is under investigation is that it is a less “viable” alternative for Spanish

speakers. If the theory proposed by Geurts (2011) is correct, the asymmetry

between finger and toe that is believed to exist in English is predicted to be

absent in Spanish.

The four experiments in the present study test these predictions. I conducted

production experiments each in English and Spanish as norming studies to gain

insight into the prevalence of available alternatives. The production experiment

methodology and results are described in Section 3 below. I then outline my

research questions in Section 4. Section 5 describes the relevant predictions for

the comprehension studies, and Section 6 outlines the comprehension studies

and their results.

3 Production Studies

I conducted two production studies: one in English and one in Spanish. As

mentioned above, the production studies act as norming studies to measure the

prevalence of available alternatives. Both tasks contained images of body parts

with tattoos (see Figure 1).

Figure 1: Stimulus Items for Production and Comprehension tasks
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3.1 Methodology

3.1.1 Participants

All participants were recruited on Prolific, an online recruitment platform for

web-based experiments. All studies involved different groups of participants.

For each study, participants were filtered for a number of demographic features:

native language, country of birth, current country of residence, and whether they

were raised monolingual. In the English production study, all participants were

self-reported monolingual native English speakers who were born and currently

live in the United States. In the Spanish production study, all participants were

self-reported monolingual native Spanish speakers who were born and currently

live in Mexico. There were 24 American English speakers and 23 Mexican

Spanish speakers in the production studies.

3.1.2 Materials

Participants completed a task in which they were asked to look at a series of

pictures. All of the pictures were body parts with a tattoo on them. The tattoos

served as an indicator of which digit or body part the speaker was talking about.

The target items showed photos of a tattoo on the thumb, ring finger, pinky,

big toe, fourth toe and pinky toe.

Thumb was chosen based on the scalar implicature discussed by Horn (2000)

and Geurts (2011) discussed above. Ring finger was chosen because it is more

complex than thumb. Pinky was chosen because it is a single-word term for

another finger, but does not seem to be excluded from the set of possible refer-

ents when someone says She has a tattoo on her finger. The toe counterparts

to all three target finger terms were chosen to investigate whether the scalar

implicature toe ↝ ‘not big toe’ exists.

I included six filler items: two photos of tattoos on the leg, two photos of
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tattoos on the arm, and two photos of tattoos on the back. Although there

were only three body part categories for the filler items, each of the filler items

depicted tattoos in different locations. For example, one arm filler item depicted

a tattoo on the shoulder while the other arm filler item depicted a tattoo on the

elbow.

3.1.3 Procedure

Participants were shown a series of photos, one by one. Once they were given

the photo, they were then asked to fill in the blank of the sentence: She has a

tattoo on , or its translational equivalent, in the case of Spanish. The

order of images was randomized. All participants were presented with all six

target items and all six filler items.

The production studies acted as a norming study to determine what alterna-

tives speakers use when referring to the target digits. These production results

will act as a measure of prevalence of the alternatives available to speakers given

the general terms finger and toe.

3.1.4 Normalizing production results

After the data collection process was completed, all responses for the production

study were normalized. This included removing additional words such as “left”

or “right” (e.g. “right pinky” became “pinky”). Directional terms, articles, and

other non-essential words were stripped away so that all that was remaining

was the word or phrase that was used to refer to the digit itself. This removed

excess noise from the data and allowed me to group responses together that were

essentially identical in form – dedo de la mano (‘digit of the hand’ - finger) vs.

dedo (‘digit’), for example. Additionally, responses were coded for specificity —

1 for specific words/phrases that could refer to only one digit (e.g. “thumb” or

“pulgar”) and 0 for non-specific words/phrases that could refer to more than
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one digit (e.g. “finger” or “dedo de la mano”). Responses were also coded

for directionality, that is to say if a participant used “left” or “right” in their

response. That data is outside of the scope of this paper, and thus will not be

discussed in further detail. The results for the production studies are presented

below.

3.2 Results

In the production study, when participants were shown the image with a tattoo

on the thumb and were asked to fill in the blank: “She has a tattoo on her

.”, 100% of English speakers responded with thumb — a specific term.

In contrast, Spanish speakers were not unanimous in their responses, and in

fact exhibited much more variability. Table 1 below presents the production

results for all digits on the hand. While the single-word translational equivalent

to ‘thumb’, pulgar, was preferred over all other utterances, only approximately

42% of participants used it. Mano – Spanish for ‘hand’ – was the second most

frequent response with 17.4%. Spanish speakers preferred using specific terms

63.2% of the time, while 34.8% of the participants used a general term.

For the ring finger item (presented in Table 1), English speakers preferred

the specific term ring finger 83% of the time, but some participants (17%)

did produce the general term finger. Again, Spanish speakers presented more

variation in their responses than English participants, with seven unique ut-

terances produced. 35% of Spanish participants produced dedo anular (‘ring

finger’); 26% produced dedo (‘finger’). Overall, Spanish participants trended

like English participants with preference for specific (52.2%) over general terms

(47.8%), although the preference was not as strong (see Table 1).

English production for the pinky acts similarly to English production for

the ring finger (see Table 1) – there is variation between specific and general
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Table 1: English and Spanish production of finger terms;“specific” terms refer
to a single digit 24



term usage, with 12.5% of participants preferring the general term finger over

a specific form (e.g. pinky – 45.8%, or pinky finger – 41.7%). The single word

pinky is used (and most frequently), yet almost as many participants chose

to use the two-word alternative pinky finger. Spanish speakers also present

varying responses. The most common utterance was the single-word equivalent

for ‘pinky’, meñique, at 39.1%. 21.7% of Spanish speakers utilized a general

form over a specific one, which shows a higher preference than was present in

our English population.

For the big toe item (presented below), English speakers favored the specific

term big toe 83.3% of the time over the general term toe, which was only used

16.7% of the time. Unlike English speakers, who only used two different terms

to refer to the location of the tattoo, the Spanish participants produced six

different descriptions (shown below in Table 2). The most common response

(69.6%) was the specific term dedo gordo del pie (lit. ‘fat digit of the foot’), or

‘big toe’. The second most common response at 34.8% was the general term

dedo del pie (lit. ‘digit of the foot’), which translates to toe.

When participants were presented with an image of a tattoo on the ring

toe, English participants showed increased dispersion in their responses. The

majority of participants (58.3%) used the general term “toe”. The remaining

participants (41.7%) produced various specific terms for the digit (“fourth toe”

and “ring toe” to name a few). Spanish speakers had a much higher rate of

general term usage, with 82.6% of participants preferring terms like dedo del pie

‘toe’, dedo ‘digit’, or pie ‘foot’.

Finally, the production results for the pinky toe present similar trends in

English and Spanish. English speakers preferred using the general term toe

far less than a specific term (20.8% and 79.2%, respectively). There was less

dispersion in English production results for the pinky toe than for the ring
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Table 2: English and Spanish production of toe terms; “specific” terms refer to
a single digit 26



toe. In Spanish, participants generally preferred a specific term (52.2%) over

a general term (47.8%), but the trend was not as strong as in English. In

contrast to English, Spanish production data presented a much larger amount

of dispersion for the pinky toe than the ring toe, as shown in Table 2.

4 Research questions and Predictions

4.1 Research Question

The cross-linguistic differences we see in speakers’ production show that al-

ternative utterances for each digit differ in how prevalent they are in English

compared to Spanish. These production results support Horn’s (2000) specula-

tion – the Spanish single-world alternative pulgar ‘thumb’ is less prevalent than

thumb is in English. This suggests that Spanish speakers and English speakers

should differ in scalar implicature calculation due to the differences in prevalence

– and complexity — of the alternative forms for ‘thumb’. Thus, my research

question is as follows: When asked to choose between two digits as referents for

a general term, do English and Spanish speakers prefer one digit over the other

in accordance with the prevalence associated with the specific terms for that

digit, or with the complexity associated with the specific terms for that digit?

The comprehension studies, outlined in Section 5, provide insight into what

scalar implicatures English and Spanish speakers calculate with regard to the

digits. Complexity-based theories for constraining the set of alternatives pre-

dict different results than prevalence-based theories for constraining the set of

alternatives. I outline these specific predictions in the next subsection.
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4.2 Predictions

The predictions for the present comprehension studies follow the hypotheses of

Horn (1984) and Geurts (2011). A prevalence-based constraint on alternatives

would predict that English and Spanish will differ with respect to the scalar

implicature associated withfinger. Prevalence-based theories predict that unlike

English speakers, Spanish speakers will not show evidence for the scalar impli-

cature finger ↝ ‘not thumb’ when presented with an image pair with a thumb

and ring finger. This is due to the lower prevalence of the term pulgar ‘thumb’,

which is supported by the production results. However, complexity-based the-

ories would predict an implicature in both languages, since the translational

equivalent for ‘thumb’ in Spanish is equal in complexity. Thus, if the compre-

hension results reveal that Spanish speakers do calculate the implicature finger

↝ ‘not thumb’, this would support theories that constrain the set of alternatives

due to complexity.

If speakers are constraining the set of alternatives based on prevalence, it is

predicted that speakers in English and Spanish will not show evidence of the

scalar implicature finger ↝ ‘not pinky’ given the image pair containing a pinky

and a ring finger. This is because the production results reveal that pinky is

not as prevalent an alternative in either language. In the English production

results, pinky competes with the more complex alternative pinky finger, and

in Spanish, there are a large number of alternatives that are in competition

with meñique ‘pinky’. Complexity based theories would predict that English

and Spanish speakers will calculate the implicature finger ↝ ‘not pinky’, since

both languages have a single word alternative for ‘pinky’. Thus, If English and

Spanish speakers do calculate this implicature, this would support theories that

constrain the set of alternatives based on complexity.

Additionally, prevalence-based theories support the prediction that partic-
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ipants will not calculate a scalar implicature for any of the digits on the feet

in both English and Spanish. The production results suggest that none of the

specific terms are prevalent enough to block the general term toe in English and

dedo del pie ‘toe’ in Spanish. This prediction follows directly from the asym-

metry that Horn (2000) outlines. Complexity theories would predict speakers

will not calculate the implicature toe ↝ ‘not pinky toe’, since pinky toe is more

complex than toe. This prediction carries for the other specific terms for the

toes (big toe and ring toe) too.

In sum, if participants in the comprehension tasks preform in a way that

mirrors the production results, I can conclude in favor of theories that constrain

the set of alternatives based on prevalence. That is to say that prevalence-

based theories would hold if participants calculate implicatures for digits that

presented higher rates of general term usage in the production tasks (i.e. digits

where the specific terms are less prevalent). However, if participants calcu-

late implicatures based on the production-based predictions described above, I

can conclude against theories that impose constraints on alternatives based on

prevalence.

5 Comprehension Studies

The comprehension tasks provide a measure of the extent to which speakers

of each language are computing scalar implicatures associated with the general

terms for ‘finger’ and/or ‘toe’ in English and Spanish.
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5.1 Methodology

5.1.1 Participants

45 American English participants and 48 Mexican Spanish participants com-

pleted the comprehension task. They were also recruited from Prolific. Like

the participants from the production tasks, participants were pre-screened for

language, monolingual status, country of birth and country of residence. En-

glish participants were self-reporting American monolinguals that were born and

currently reside in the United States. Spanish participants were self-reporting

Mexican monolinguals that were born and currently reside in Mexico.

5.1.2 Materials

The target items for the comprehension studies consisted of 6 image pairs. Three

of the pairs were images of hands and three of the pairs were images of feet such

that all possible hand combinations and all possible foot combinations were

presented. No target pairs consisted of an image of a digit on the hand and an

image of a digit on the foot. The images were the same six images from the

production study (see Figure 1).

In addition to the 6 target image pairs, participants were also presented with

6 filler image pairs. Three of the filler pairs were “easy”, where participants were

given an utterance (e.g. She has a tattoo on her back) and were presented with

a pair of images that contained only one back tattoo. The other three filler pairs

were considered “hard” because these image pairs contained two different back

tattoos, for example. Filler pairs that were “easy” acted as attention checks,

since there was a clear correct response. Participants that failed one or more

“easy” fillers were eliminated from the results. To eliminate an effect of survey

versions, item order and left-right presentation of the images were randomized

in the study.
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5.1.3 Procedure

Participants were asked to choose from a pair of images based on an utter-

ance of the form She has a tattoo on her finger/toe/dedo (‘finger’)/dedo del pie

(‘toe’)/etc. The referents were presented as image pairs: thumb on the left,

ring finger on the right, for example. These tasks were forced-choice, asking

participants “Which picture are they talking about?” and requiring them to

click on the image on the left or the image on the right to advance to the next

item.

5.2 Results

For the comprehension study, responses were simply coded as the image the

participant clicked on (e.g. “thumb” for the image with the tattoo on the

thumb). The p-values I report are the result of conducting a 1-sample proportion

test, where the null hypothesis, or the probability of choosing the correct image

is 0.5. The assumption is that the data follow a Bernoulli distribution. I then

ran a BH adjustment on the p-values. The comprehension results provide insight

into whether speakers calculate a scalar implicature when presented with a pair

of images.

In the comprehension study, when participants were asked to choose between

the thumb image and the ring finger image given the statement “She has a tattoo

on her finger”, 75% of English participants chose the image of the ring finger,

p = 0.004 (see Figure 2). In contrast, just over half of the Spanish speakers chose

the ring finger image over the thumb image, but the error bar, which depicts

a 95% Confidence Interval, distinctly crosses the 50% mark, showing that the

Spanish participants’ responses are not statistically significantly different from

chance (p = 0.627).

In contrast, when English participants were asked to choose between the
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Figure 2: Observed frequency with 95% CI of choosing Thumb or Ring Finger
in English and Spanish

ring finger image and the pinky finger image given the utterance “She has a

tattoo on her finger”, slightly more than half of the participants chose the ring

finger over the pinky finger. This result was not significantly different from

chance, p = 0.781 (see Figure 3). Spanish participants showed a slight trend

toward the pinky finger, but this result was not significantly different from

chance (p = 0.965).

As shown in Figure 4, when tasked with choosing between the thumb and

pinky finger, over 75% of English participants chose the pinky image given

the utterance “She has a tattoo on her finger” (p < 0.001). While Spanish

participants showed a slight preference for the pinky finger image over the thumb

image, the error bar does cross the 50 % mark, suggesting that the tendency is

not significantly different from chance (p = 0.145).

For the big toe and ring toe image pair, English participants showed a slight

preference for the ring toe image, with roughly 63% of participants choosing

that image. However, the error bar indicates that this result is not statisti-

cally different from chance (p = 0.145). Spanish participants actually showed
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Figure 3: Observed frequency with 95% CI of choosing Ring Finger or Pinky
Finger in English and Spanish

Figure 4: Observed frequency with 95% CI of choosing Thumb or Pinky Finger
in English and Spanish
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Figure 5: Observed frequency with 95% CI of choosing Big Toe or Ring Toe in
English and Spanish

a stronger trend toward the ring toe given the translational equivalent of “She

has a tattoo on her toe” (p = 0.007). This is shown in Figure 5 below.

When English participants were presented with the big toe and pinky toe

image pair, participants preferred the big toe image given the utterance “She

has a tattoo on her toe”, but the difference was not statistically significant,

p = 0.10 (see Figure 6). Spanish participants, however, were completely divided

in their responses. 50% of participants chose the big toe image, showing that

Spanish speakers do not calculate an implicature (p = 1.0).

The comprehension results for the ring toe and pinky toe pair revealed

similar results for English participants (p = 0.002) and Spanish participants

(p = 0.0009). When speakers in each language were given the utterance “she

has a tattoo on her toe”, roughly 75% of participants believed the speaker was

referring to the ring toe as opposed to the pinky toe.

In summary, the comprehension results suggest that implicatures were com-

puted in the context of English thumb vs. ring finger, thumb vs. pinky finger,

and ring toe vs. pinky toe. The results also suggest that Spanish speakers cal-
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Figure 6: Observed frequency with 95% CI of choosing Big Toe or Pinky Toe
in English and Spanish

Figure 7: Observed frequency with 95% CI of choosing Ring Toe or Pinky Toe
in English and Spanish
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culated scalar implicatures in the context of big toe vs. ring toe and ring toe

vs. pinky toe. These results are reflected in Table 3 below. The estimate is the

estimated true proportion in the greater population. I conducted a Benjamini-

Hochberg adjustment to obtain the adjusted p-values.

Condition Language Estimate p-value adj. p-value
1 Big toe vs. ring toe Eng 0.64 0.097 0.145
2 Big toe vs. ring toe Spa 0.72 0.002 0.007*
3 Big toe vs. pinky toe Eng 0.34 0.05 0.10
4 Big toe vs. pinky toe Spa 0.50 1.00 1.00
5 Ring toe vs. pinky toe Eng 0.24 0.0006 0.002*
6 Ring toe vs. pinky toe Spa 0.21 0.00009 0.0009*
7 Thumb vs. ring finger Eng 0.75 0.002 0.004*
8 Thumb vs. ring finger Spa 0.56 0.47 0.627
9 Thumb vs. pinky finger Eng 0.80 0.0001 0.0009*

10 Thumb vs. pinky finger Spa 0.63 0.086 0.145
11 Ring finger vs. pinky finger Eng 0.45 0.651 0.781
12 Ring finger vs. pinky finger Spa 0.52 0.885 0.965

Table 3: p-values and adjusted p-values for each language/condition pair.

6 Bayesian Pragmatics

To gain a better understanding of complexity and prevalence, and their roles in

scalar implicature, I compared two different speaker models within the context

of RSA. The first model is a more traditional speaker model that penalizes longer

– more complex – utterances (now referred to as the Complexity model). The

second model is a prevalence-based speaker model that has perfect knowledge

of speaker production (now referred to as the Production model). For both

models, I incorporated six underlying states that correspond to the six target

digits (thumb, ring finger, pinky, big toe, ring toe, and pinky toe). Literal

meanings for each utterance from the production study were hand-specified as

a set of states for English and Spanish (see Appendix).

For the complexity-based speaker model, as presented earlier, the Speaker
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chooses an utterance based on accuracy and cost. Length is equivalent to length

in words, and L0(s ∣u), L0 of u given s, is the probability that a literal listener

will choose a state s given an utterance u. The model contains two free pa-

rameters. Alpha (α) is known as the rationality parameter, which corresponds

to how accurate a speaker would like to be when communicating to a listener

(how much the model cares about accuracy). The second parameter beta (β)

is the cost, which is multiplied by the number of words in the utterance. The

cost parameter corresponds to speakers’ preference to be as concise as possible

when speaking. Model parameters for the Complexity model were tuned to

the thumb/ring finger data point from the experimental results of the English

comprehension study: α set at 1 and β set at 2.

S(u ∣ s)∝ exp(α ⋅L0(s ∣u) − β ⋅ length(u))

A pragmatic listener was then built on top of the Complexity speaker model.

As described in section 2.1, the pragmatic listener chooses an interpretation

based on the speaker:

L(s ∣u)∝ S(u ∣ s) ⋅ P (s)

In contrast to the Complexity model, the prevalence-based speaker model

is fed the exact production probabilities for each utterance collected from the

production study. This ensures that the Production model has full awareness of

what utterances are more or less prevalent for speakers – these are utterances

speakers actually produced.

S(u ∣ s)∝ F (u ∣ s)

The prevalence-based speaker chooses an utterance based on the empirically
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observed frequencies in my production data, where F (u ∣ s) is the frequency with

which an utterance u was used in the production experiments to describe state

s (i.e. the finger or toe that had the tattoo). Like the Complexity model, a

pragmatic listener is coded on top of the Production model. Thus, when the

Pragmatic Listener is considering the Speaker, S, it has full awareness of speaker

production. The Pragmatic Listener model is the same for both Speaker models.

6.1 Model performance

The model predictions in comparison to the empirical results are presented in

Figure 8. The Complexity model inaccurately predicts no implicature for the

thumb/pinky item in English. This is because the model is only considering

the fact that these two utterances are equally complex. The model prediction

for the thumb/pinky item in Spanish falls within the margin of error for the

empirical results. Additionally, the model incorrectly predicts that there will be

an implicature for ring finger/pinky in English since the one-word term pinky

is an available alternative. The model accurately predicts no implicature in

Spanish for the ring finger/pinky item. Because the Complexity model was

tuned to the English thumb/ring finger item, the model accurately predicts an

implicature in English. It also accurately predicts no implicature in Spanish.

For digits on the feet, the model incorrectly predicts no implicature for

ring toe/pinky toe in English and big toe/ring toe in Spanish – since they

are equally complex. However, the production results suggest that they are

not equally viable as alternatives. Since ring toe and pinky toe are equally as

complex, if complexity alone determined which alternatives were available to

speakers, we would expect no implicature to arise. However, the presence of the

implicature toe ↝ ‘not pinky toe’ suggests that pinky toe is a more prevalent

alternative than ring toe. These results suggest that something else is going
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Figure 8: Complexity Model predictions (triangle) plotted against comprehen-
sion results; Inaccurate model predictions are circled in red

on in calculating implicatures that complexity alone cannot account for. The

complexity-based model fails to understand that two alternatives with equal

complexity may differ in their prevalence. The Production model, on the other

hand, is capable of accounting for this.

Overall, the Production model seems to perform much better (see Figure 9)

than the Complexity model. It only incorrectly predicts no implicature for big

toe/pinky toe in English. The Production model predicts stronger implicatures

for the thumb/ring finger items in English and Spanish, and for the thumb/pinky

finger items in English. Which is to say, where the comprehension results trend

rightward, at just over 75%, for the thumb/pinky item in English, the Production

model predicts 100% of participants selecting the pinky finger over the thumb.

Otherwise, the model predictions fall in line with all empirical results for the

comprehension experiments in Spanish and English.

Figure 10 plots the rate at which listeners chose the image on the right along

the x-axis against the probability assigned to the image on the right by each

model on the y-axis. A perfect model would assign probability at the exact same

rate as actual production. The R2 for the Complexity model is only 30.6%. This

means that the Complexity model accounts for 30.6% of the variation present
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Figure 9: Production Model predictions (square) plotted against comprehension
results; Inaccurate model predictions are circled in red

Figure 10: Comparison of Model Results
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in the comprehension studies. The R2 for the Production model, in contrast,

is 76.3%, which is to say that the Production model accounts for 76.3% of the

variance in the data. There is a stark contrast in the explanatory power of each

model. This shows that listeners have a good mental model of speakers, and

that their mental model is not purely complexity-based. In fact, the comparison

of these model results suggests that speakers are considering prevalence over

complexity, since the prevalence-based Speaker model does not include a cost

parameter.

7 Discussion

Figure 11 summarizes the scalar implicatures found in my comprehension re-

sults. The highlighted digits represent the target digit. Arrows point toward

the image that speakers preferred, suggesting an implicature that negates the

digit on the other side of the arrow. Dotted lines indicate that speakers did not

calculate an implicature when presented with the two digits on either side of the

dotted line. As Figure 11 shows, Spanish and English speakers do differ with

respect to the scalar implicature associated with finger in accordance with the

prevalence of the words for ‘thumb’, ‘ring finger’, and ‘pinky finger’. In addition,

it seems that, contrary to previous theories (Horn, 1984, 2000; Geurts, 2011),

English and Spanish speakers do calculate an implicature associated with toe.

These findings will be discussed in further detail below.

The results presented above suggest that Horn was correct – if English had

pollex (like Spanish pulgar), the finger ↝ ‘not thumb’ implicature would dis-

appear. Additionally, Geurts’s predictions were also correct. The decision to

include or exclude an alternative in implicature calculation is influenced by how

“colloquial” the alternative is. This is exactly in accordance with the prediction

that dedo ‘finger’ does not narrow in opposition to pulgar ‘thumb’ due to the
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lower prevalence of pulgar. These results line up with the production results

extremely well. Thumb is such a prevalent alternative in English that it was

produced by all English speakers. In stark contrast, Spanish speakers produced

seven different utterances in addition to pulgar when presented with an image

of the thumb.

When we compare ring finger and pinky finger in the comprehension results,

there is no preference for either image from English and Spanish speakers. This

result echoes the pattern found in the production results for the ring finger item

and the pinky finger item, since they both elicit similar rates of specificity in

production. The production results show that the single-word pinky is available

to speakers to refer to the pinky finger, but it is not as prevalent. From a

complexity perspective the comprehension results are puzzling – why doesn’t

finger (or dedo) imply ‘not pinky’? After all, both pinky and meñique are

single words. Horn (2000) says “What is crucial is the status of thumb as

opposed to pinky as a viable lexicalized alternative to finger” (p. 308). That

is to say, Horn believes pinky must not be a viable lexicalized alternative, while

thumb is. However, this conclusion is problematic. On what grounds is pinky

excluded from the class of viable lexicalized alternatives? This is especially

troubling, considering pinky and meñique were the most frequent responses

from participants in the production study.

I posit that there exists a small probability that pinky, as opposed to pinky

finger, is not in the lexicon due to dialectal variation, and speakers are acutely

aware of this. Initially, I suspected that pinky finger had such a high rate

of production due to speakers’ desire to avoid ambiguity – that pinky could

potentially refer to the pinky finger or the pinky toe. However, the production

results suggest that pinky is not an available alternative to refer to the pinky

toe: zero participants produced pinky in reference to the pinky toe item. To
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English Spanish

Figure 11: Summary of English and Spanish Implicatures; Dashed lines indicate
no implicature was calculated when participants were presented with the two
images on each side of the dashed line; solid arrows indicate an implicature was
calculated in the direction of the arrow – when participants were presented with
the images on either side of the arrow, they calculated the implicature ‘not X’,
where X stands for the digit the arrow is pointing away from
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further support this, native speakers that I have consulted informally tend to

say that ‘She has a tattoo on her pinky’ is false when referring to the pinky toe.

This supports the conclusion that the prevalence of the term pinky finger has

less to do with ambiguity and more to do with uncertainty about whether pinky

is in the lexicon. The risk of ambiguity could be an explanation for why some

Spanish speakers utilized dedo de la mano ‘finger’ and dedo del pie ‘toe’ over

the ambiguous form dedo ‘digit’ in the production results. Including the words

de la mano or del pie to avoid ambiguity seemingly lowers the prevalence of the

specific terms available to speakers.

In addition, it is not clear that prevalence is only relevant for lexicalized

alternatives, that is to say alternatives that are present in the lexicon, as Horn

(2000) puts it. When a complex alternative is more prevalent than another

equally complex alternative, one can see an implicature here as well. Horn

excludes big toe as a lexicalized alternative, since no implicature arises for toe.

Thus, by his criteria we would not want to consider pinky toe and ring toe to

be lexicalized alternatives either. However, the results from the comprehension

study show that participants calculated an implicature for the pinky toe/ring

toe item. That is, in the context of two images — a tattooed pinky toe and a

tattooed ring toe — English and Spanish listeners calculate an implicature that

toe implies ‘not pinky toe’ given the utterance she has a tattoo on her toe.

What these results suggest is that whether or not an implicature arises has

more to do with what a speaker would say and less to do with complexity per

se. Additionally, the production results show a general tendency to use a more

specific description with pinky toe. Since it is substantially more likely that

speakers will use a general description for the ring toe than for the pinky toe,

listeners possess this metalinguistic awareness that allows them to calculate an

implicature.
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The comprehension results described above point toward a model of impli-

cature that is grounded more in production probability – what speakers say

– than in complexity. This conclusion is strengthened by the accuracy of the

prevalence-based model when compared to the purely complexity-based model.

As previously discussed, the Production model was much more accurate at pre-

dicting scalar implicature calculations than the Complexity model. When the

listener is only considering the prevalence of an utterance, which is the case

for the Production model, the model is much better at predicting where scalar

implicatures will be calculated.

But these conclusions lead to further questions. We know that listeners

are Bayesian in nature, and they have a good model of speaker production.

However, the Production model does not attempt to predict what the speakers

are going to do, production-wise. Because the Production model contained the

actual production data from my experiments, no predictions were necessary.

The Complexity model does attempt to predict speaker production, but, as the

results show, it does not do so very accurately.

Another question surrounds the operationalization of complexity. For the

purposes of this study, I considered pulgar to be monomorphemic, which in-

formed my decision to measure complexity at the word level. It is possible that

measuring complexity using a metric other than word count (e.g. syllable or

morpheme) could lead to an increase in model accuracy.

A third question that arises when examining the experimental results is the

significance of the dispersion in the production data. There is a clear contrast

between the number of alternatives apparently available for English speakers

and Spanish speakers. Spanish speakers present many more unique utterances

than English speakers, and I am unsure of the effects, if any, these differences

have on scalar implicature calculation. Does the larger amount of dispersion in

45



Spanish production data correlate with the lack of scalar implicature in Spanish

for all digits in the hand? It is possible that listeners have a perfect understand-

ing of speaker production, and higher dispersion weakens the prevalence of all

possible alternatives. This could explain the absence of scalar implicatures for

the fingers, but this conclusion does not align with the fact that Spanish speak-

ers do calculate scalar implicatures for the big toe/ring toe item and the ring

toe/pinky toe item.

8 Conclusions

The results outlined above suggest that Spanish and English speakers do dif-

fer with respect to the scalar implicatures associated with finger in accordance

with the prevalence of the words for ‘thumb’, ‘ring finger’ and ‘pinky finger’. My

empirical results support the idea that differences across languages in the impli-

catures associated with general terms are closely tied to differences in production

probabilities for more specific terms. Since pulgar ‘thumb’ is not as prevalent

in Spanish as thumb is in English, it is not available in the set of alternatives to

finger, which is why speakers do not calculate an implicature. My model results

further support the conclusion that alternatives are constrained based on preva-

lence: the Production model significantly outperforms the Complexity model.

While complexity does assist in determining the set of alternatives present for

speakers, it is not as explanatory as full awareness of what speakers actually

produce. Crucially, these findings go against structural theories, like Katzir

(2007) and Horn (2000), that constrain the set of alternatives based on com-

plexity alone. They support pragmatic frameworks, like Geurts (2011) and RSA

(Frank & Goodman, 2012) that propose constraints on the set of alternatives

based on prevalence.

Further research should examine the scalar implicatures that participants
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seem to be calculating in English and Spanish for the toes. To my knowledge,

these findings are the first of their kind. This suggests a possible shift in the

prevalence of specific terms for the toes, since the critical example for this paper

stemmed from an asymmetry between finger and toe – where the implicature

finger ↝ ‘not thumb’ arrises, while the implicature toe ↝ ‘not big toe’ does not.

Another area for future research surrounds the operationalization of complexity.

My findings hold true only if Spanish pulgar ‘thumb’ is equal in complexity to

thumb. It is possible that this is not the case, and that speakers store complexity

in terms of a measure of something other than word count (possibly morpheme

or syllable).

Ultimately, this paper presents a novel approach using cross-linguistic com-

parison to investigate how speakers constrain the set of alternatives when cal-

culating scalar implicatures. My findings point away from traditional Gricean

and Neo-Gricean methods for imposing restrictions on alternatives. Instead,

my findings support a Bayesian approach to constraining the set of alternatives

that is centered around the production probability of alternatives. Listeners

have a keen awareness of prevalence, and this informs their scalar implicature

calculation.
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Appendices

A Literal Meanings

Below are the hand-coded literal meanings in English and Spanish for all ut-

terances collected from the production studies. Green boxes represent accurate

utterance/state pairings, where the utterance corresponds to the underlying

state.

One interesting observation is that Spanish speakers presented a much higher

variety of responses, suggesting that Spanish speakers have a larger set of alter-

natives available to them. This, therefore, led to a larger set of literal meanings

for my models. While this is outside of the scope of this paper, future work

could investigate the effects of this disparity.

Figure 12: English Literal Meanings

53



Figure 13: Spanish Literal Meanings
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